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Multivariate abundance data

GEEs with some rank-reduction

HPGEE

Application to Great Barrier Reef biodiversity
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Multivariate abundance data

● Data characterized by:
○ Multiple, correlated species
○ Sparse, non-continuous 

responses 

● Goal is to uncover 
species-environment 
relationships while accounting for 
between-species covariation
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Multivariate abundance data

● Data characterized by:
○ Multiple, correlated species
○ Sparse, non-continuous 

responses 

● Goal is to uncover 
species-environment 
relationships while accounting for 
between-species covariation

● Example from Great Barrier Reef 
Seabed Biodiversity project 

https://apps.aims.gov.au/metadata/view/79a8ad3d-9134-4fa6-9852-d54a9b3a9da4
https://apps.aims.gov.au/metadata/view/79a8ad3d-9134-4fa6-9852-d54a9b3a9da4
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Multivariate abundance data
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Multivariate abundance data

Species respond to the environment in different ways, informed by different subsets of covariates
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Multivariate abundance data

● What do we want?
○ Variable selection (species respond 

to a subset of covariates)
○ Homogeneity pursuit (group 

species according to their 
responses to each covariate)

● Ideally, the statistical method also:
○ Accounts for between-species 

covariation (residual correlations 
between columns of Y)
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Generalized Estimating Equations

● GEEs for multivariate abundance data
○ Speedy-ish
○ Can account for residual correlations between species
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Generalized Estimating Equations

● GEEs for multivariate abundance data
○ Speedy-ish
○ Can account for residual correlations between species

● How to set up the working correlation?
○ Rank-reduced form

● How to estimate the (other) parameters?
○ Moment/quasi-likelihood estimation



● Suppose we have 5 species
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Thinking about homogeneity pursuit



● Suppose we have 5 species

● Write them in ascending order
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Thinking about homogeneity pursuit



● Suppose we have 5 species

● Write them in ascending order

● Consider the ordered successive differences

● If we want homogeneity/clustering, then we want to shrink ordered successive 
differences to zero 14

Thinking about homogeneity pursuit



● Suppose we have 5 species
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Thinking about sparsity



● Suppose we have 5 species

● Write them in ascending order by their absolute value

● If there is sparsity, the coefficient with the smallest absolute value must be zero 
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Thinking about sparsity



● Key points. For each covariate:
a. To group species into a smaller number of “canonical” coefficients, shrink ordered 

successive differences to zero
b. To achieve sparsity, shrink the coefficient with the smallest absolute value to zero.   

■ Note only the smallest absolute value coefficient is needed!
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Thinking about homogeneity pursuit + sparsity



● Key points. For each covariate:
a. To group species into a smaller number of “canonical” coefficients, shrink ordered 

successive differences to zero
b. To achieve sparsity, shrink the coefficient with the smallest absolute value to zero.   

■ Note only the smallest absolute value coefficient is needed!

● Augment the GEE with a penalty e.g., something based on
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Thinking about homogeneity pursuit + sparsity

Adaptive lasso 
of the smallest 
absolute value

Adaptive fused lasso of the 
ordered successive 

differences



● Penalized GEE: Solve

● On the surface, this looks pretty challenging! 
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HPGEE
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HPGEE (miracle in progress…)

● Turns out this is not too hard through reparametrization
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HPGEE (miracle in progress…)

● Rewrite the GEE…

● ….and the penalty 
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HPGEE (a few details) 

● Computationally,  the problem is much easier

Adaptive lasso 
of the smallest 
absolute value

Adaptive fused lasso of the 
ordered successive 

differences
+ Adaptive lasso on 

reparametrized coefficients
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Application to Great Barrier Reef biodiversity

● Presence-absence records 
○ J = 20 species; N = 1146 sites
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Application to Great Barrier Reef biodiversity

● Presence-absence records 
○ J = 20 species; N = 1146 sites

● Ten environmental predictors + 
intercept
○ P = 11 covariates

● Apply HPGEE with all covariates as 
linear terms
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Application to Great Barrier Reef biodiversity

● Some level of sparsity
○ Slope and aspect non-informative 

for all species;
○ Percent mud and Chlorophyll-a 

most informative 
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Application to Great Barrier Reef biodiversity

● Some level of sparsity
○ Slope and aspect non-informative 

for all species;
○ Percent mud and Chlorophyll-a 

most informative 

● Lots of homogeneity
○ 200 individual slopes compressed 

to 60 canonical coefficients 
○ Mean annual temperature is 

grouped into five non-negative 
canonical coefficients
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Application to Great Barrier Reef biodiversity

● Sparsity + homogeneity: Example with percent mud 
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Closing remarks

● Manuscript accepted in Biometrics
○ Simulation study
○ Assess predictive performance in GBR application

● https://github.com/fhui28/HPGEE 

● HPGEE != Species Archetype Model/Species guilds
○ Clustering of species within covariates as opposed to entire their environmental response 

(parsimony versus flexibility)

● Countless extensions e.g., spatial/temporal correlations, more flexible 
regression models, large sample theory etc… 

https://github.com/fhui28/HPGEE


Questions?
◉ francis.hui@anu.edu.au  
◉ https://francishui.netlify.app/ 

Thanks for listening!
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mailto:francis.hui@anu.edu.au
https://francishui.netlify.app/


An alternative to spatio-temporal LVMs 
that is more scalable 

(but hopefully about as flexible?)
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Generalized Estimating Equations

● GEEs for multivariate abundance data
○ Speedy-ish
○ Can account for residual correlations between species

● How to set up the working correlation?
○ Rank-reduced form

○ Can also used other forms like independence and rely on the robustness property of GEE 
(but lose efficiency) 

● How to estimate the (other) parameters?
○ Moment/quasi-likelihood estimators; discuss later
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HPGEE 

● Fit the unpenalized GEE
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HPGEE 

● Fit the unpenalized GEE

● Homogeneity pursuit and variable selection in GEEs

○ Note species-specific intercept not penalized
○ Please see the paper for details regarding constructing of adaptive weights
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HPGEE (a few details) 

● Computationally,  the problem is much easier

○ Iteratively solve a penalized generalized least squares problem e.g., glmnet
○ Maximum pseudo-likelihood estimation to solve dispersion and working correlation matrix e.g., 

factanal

Adaptive lasso 
of the smallest 
absolute value

Adaptive fused lasso of the 
ordered successive 

differences
+ Adaptive lasso on 

reparametrized coefficients
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HPGEE (a few details) 

● Tuning parameter selection: Score Information Criterion
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Application to Great Barrier Reef biodiversity

● Assess out-of-sample predictive 
performance
○ Five-fold block cross-validation (~80% 

training sites per fold) using blockCV

● Compare to four methods:
○ Penalized GEE with adaptive lasso 

(sparsity only)
○ Glmnet (sparsity only; independent 

species)
○ Unpenalized GEE (no sparsity or 

clustering)
○ GEE + K-Means (clustering only)
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Application to Great Barrier Reef biodiversity

● Compare to four methods:
○ Penalized GEE with adaptive lasso (sparsity only)
○ glmnet (sparsity only; independent species)
○ Unpenalized GEE (no sparsity or clustering)
○ GEE + K-Means (clustering only)

HPGEE Better HPGEE Better

HPGEE worse HPGEE worse HPGEE Better

HPGEE worse
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Closing remarks

● Manuscript accepted in Biometrics

● https://github.com/fhui28/HPGEE 

● HPGEE != Species Archetype Model/Species guilds
○ Clustering of species within covariates as opposed to entire their environmental response 

(parsimony versus flexibility)

● Can you do this for multivariate GLMMs, and joint species distribution/latent 
variable models?
○ Yes, but the computation becomes harder (work in progress)

● Countless extensions e.g., spatial/temporal correlations, more flexible 
regression models, large sample theory etc… 

https://github.com/fhui28/HPGEE

