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Aims of this talk:

> Generalized Linear Mixed Models (GLMMSs)
> Penalized Likelihood Methods

> What's been done for penalized variable selection in GLMMs?

> The CREPE Estimator for Joint Selection in GLMMs

> Hui et al. Composite Effects Selection in Mixed Models using CREPE. Stat Sinica: In review.
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Generalized Linear Mixed Models (GLMMSs)

Over many years...

> Longitudinal dataset

Response matrix
Year 1l Year2 ... Year20

(yn Y12 ... ylm\

Y21 Y22 ... Yom

Tree. 100 Kym Yn2 -+ Ynm )

Has tree experienced
defoliation?
1=yes;0=no0

Physical characteristics,
soil chemistry, weather
etc...

Covariates for treei = 1,....,n

Year 1 Year 2 ... Year 20

Rainfall (1.34 148 . .. 0.79\

Fertilization 0 1 0

Inclination \62 62




Generalized Linear Mixed Models (GLMMSs)

> Longitudinal dataset
» Has there been a change in forest health over time?
* What are the important predictors of forest health?

> Generalized Linear Mixed models

g)uu ﬁ‘|‘z 1 =1

/N

Population averaged response Between-cluster variability

b ~N(0,TT!)

Cholesky decomposition or
eigendecomposition



Generalized Linear Mixed Models (GLMMSs)

> Longitudinal dataset
* What are the important predictors of forest health?

> Joint variable selection of fixed and random effects

g(uiz) = ;8 + 2i;b;;

Select these two

/ things!

b, ~ N(0,TT")

»> Some complications...
 Lots of candidate models
» How to select the elements of the covariance matrix ©
* There's a hierarchical structure there: “we usually only consider time-varying covariates
that have been included in the fixed effects” (Cheng et al., 2010)

The CREPE estimator is designed to resolve the three problems above!




Penalized likelihood methods

> “Lots” of candidate models
 Well, at least more than the 2° — 1 in GLMs

> One solution: Add a penalty to the likelihood

B = arg max (%) - pA(B),

\ Tuning parameter

> Choose a penalty that is non-differentiable at zero => induces sparsity
» lasso; adaptive lasso; SCAD etc...




Penalized likelihood methods

> What's been done for penalized likelihood in GLMMs?

g(pf,;j):a:g;,@—kngi; b= g s e T J = Ly oo 500

Penalize these two

/ things!

b; ~ N(0,TT")

> | MMSs:
« M-ALASSO (Bondell et al., 2010)

pA(E) =AY ikl Bel + A Tkl [T
" k

N\

“additive” penalty




Penalized likelihood methods

> What's been done for penalized likelihood in GLMMs?

g(pf,;j):a:g;,@—kngi; b= g s e T J = Ly oo 500

Penalize these two

/ things!

b; ~ N(0,TT")

> LMMs: ] .
. M-ALASSO (Bondell et al., 2010) M‘I’)ZA;wklﬁmA;kaFhkl
* ALASSO (Linetal., 2013)

Stage 1:  pa(®) = A1 > G [TT"|il;  Stage2: pa(®) = Ao Y | Byl
k k

Do random effects, then fixed effects




Penalized likelihood methods

> What's been done for penalized likelihood in GLMMs?

g(pf,;j):a:g;,@—kngi; b= g s e T J = Ly oo 500

Penalize these two

/ things!

b; ~ N(0,TT")

> LMMs: ] .
. M-ALASSO (Bondell et al., 2010) M‘I’)ZA;wklﬁmA;kaFhkl
* ALASSO (Linetal., 2013)

Stage 1:  py(¥) = A Z@H[ITT]M; Stage 2:  py(¥) = Ay Z’tﬂk|5k|
k k

« SCAD-P (Fan and Li, 2012); Iterative (Peng and Lu, 2012)
Both two stage process like ALASSO

> GLMMs:
 Tweak the M-ALASSO for GLMMs (Ibrahim et al., 2011)



Penalized likelihood methods

> A basic problem: 2
* M-ALASSO (Bondell et al., 2010)

° ALASSO (LII’] et al, 2013) Stage 1: p)\(‘I’) i /\IZ'DkHFFT}kkh Stage 2: px(‘I’) il )\ZZkak‘
k k

A(®) =AD" Bl Bl + A el (Dl
k k

« SCAD-P (Fan and Li, 2012); Iterative (Peng and Lu, 2012)
* Tweak the M-ALASSO for GLMMs (lbrahim et al., 2011)

All the penalties above treat the selection of fixed and random effects as
separate processes.




Penalized likelihood methods

> A basic problem: @) = 33" el + Y el
« M-ALASSO (Bondell et al., 2010) k P

o ALASSO (Lln et al 2013) Stage 1: p)\( ) s /\IZ'DkHPFT}kkh Stage 2. px(‘I’) i AZZwﬂﬁk‘
k k

e SCAD-P (Fan and Li, 2012); Iterative (Peng and Lu, 2012)
* Tweak the M-ALASSO for GLMMs (lbrahim et al., 2011)

All the penalties above treat the selection of fixed and random effects as
separate processes.

There's a hierarchical structure for longitudinal GLMMSs!

“We usually only consider time-varying covariates that have been included in
the fixed effects” (Cheng et al., 2010)

Fixed effect only

\ Composite (fixed and random) effect

Covariates




Penalized likelihood methods

> A basic problem: @) = 33" el + Y el
M-ALASSO (Bondell et al., 2010) k P

ALASSO (Linetal., 2013)  g,oe 1. py () =\ Y Gl[TT el Stage2: pa(®) = Ao Y a6y
k k

SCAD-P (Fan and Li, 2012); Iterative (Peng and Lu, 2012)
Tweak the M-ALASSO for GLMMs (lbrahim et al., 2011)

All the penalties above treat the selection of fixed and random effects as
separate processes.

There's a hierarchical structure for longitudinal GLMMSs!
Fixed effect only

\ Composite (fixed and random) effect

Covariates

> Design and use a penalty that
automatically incorporates this structure!




The CREPE Estimator...ingredients

> GLMMs g(gij):wg,@—kngi; ' o, g =1,...,m .

b; ~ N(0,TT")

> Fixed effects ) 3 2
» Adaptive lasso pA(,B) = Z wk|5k| where wy, = 6/& 77
k

> Random effects © ~ - -
e Adaptive group lasso (k) = kaH'YkH where o = ||| 77,

k /
Shrinking all elements in row k of

the eigendecomposition to zero
simultaneously




The CREPE Estimator...ingredients

> GLMMs g(gij):wg,@—l—ngi; =y ey T = L. . 70

b; ~ N(0,TT")

> Fixed effects ) N 2
» Adaptive lasso p)\(ﬁ) = Z wk|5k| where wy, = 6/& 77
k

> Random effects © - N o
e Adaptive group lasso PA(YE) = kaH’YkH where v = || 77,
k

> One more thing...

/ Fixed effect only

Covariates

Composite (fixed and random) effect




The CREPE Estimator

>GLMMs  g(ui;) = x;;8 + 2,;b;;
b; ~ N(0,TT")
> CREPE (Composite Random Effects PEnalty)

as a composite effect?

/

p
Cpen(®) = £(®) = XD g/ B2 + 1oy Orll el
k=1




The CREPE Estimator

>GLMMs  g(ui;) = x;;8 + 2,;b;;
b; ~ N(0,TT")
> CREPE (Composite Random Effects PEnalty)

as a composite effect?

/

p
Cpen(®) = £(®) = XD g/ B2 + 1oy Orll el
k=1

> If the covariate is included as a purely fixed effect, CREPE => Adaptive lasso

> CREPE incorporates the hierarchical nature of the covariates:
« By design, you're either a fixed effect or composite effect...can't be purely a random effect!!!




CREPE Sims

> Linear Mixed Models (Gaussian responses)

> Methods to compare: 1) CREPE, 2) M-ALASSO (Bondell et al., 2010), 3) ALASSO
(Lin et al., 2013)

= p = dim(zx;;) = [7Tn/4]
z;; = equals first 8 elements of x;;
yi; = T80 + 2i;b; + €
Bo = (-1,3,1.5,0,0,2,1,0,0,1,0,0,—1,...)

0)

0

(9 4.8 0
4.8 0

o o o o o o o O
o | B2 O e e o O




CREPE Sims

> Linear Mixed Models (Gaussian responses)

> Methods to compare: 1) CREPE, 2) M-ALASSO (Bondell et al., 2010), 3) ALASSO
(Lin et al., 2013)

FP = # of false positives for fixef (overfitting)
p = dlm(ﬂ'}”) = {7?11/4]
FN = # of false negatives for fixef (underfitting)

z;; = equals first 8 elements of x;; ,
i = & %RE = percentage of datasets with correct ranef structure

s T . . .
Yij = T4 Bo + =z, J b; +¢€;; %S = percentage of datasets where non-hierarchical shrinkage occurred

Bo = (~1,3,1.5,0,0,2,1,0,0,1,0,0,—1, ...

0)

(9 48 0 0 O
4.8 0 0

0
0
0
0
0

4
0
0
0
0
0
0

0
0
0
0
0
0
0




CREPE Sims

> Linear Mixed Models (Gaussian responses)

> Methods to compare: 1) CREPE, 2) M-ALASSO (Bondell et al., 2010), 3) ALASSO
(Lin et al., 2013)

FP = # of false positives for fixef (overfitting)
FN = # of false negatives for fixef (underfitting)
%RE = percentage of datasets with correct ranef structure

%S = percentage of datasets where non-hierarchical shrinkage occurred

M-ALASSO ALASSO
FP FN %RE %S FP FN %RE %S

1.45 045 1 25 1.86 5.31 2 85
0.98 0.16 2 2 1.04 4.13 8 62

1.05 0.05 0 11 0.25 &.12 1 70
0.71 0.03 13 0.04 779 11




Thanks that was delicious!

> For longitudinal GLMMs, CREPE builds in the hierarchical structure that
covariates should end up as either fixed or composite effects.

> Outperform the limited stuff that is currently out there

Thanks to everyone for listening @

s -
-
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